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ABSTRACT
Nowadays, various apps greatly facilitate children’s lives and stud-
ies, while some apps also make illegal and inappropriate content
(e.g., gambling, pornography) more accessible to children and ado-
lescents. As the primary source of apps, several app markets adopt
maturity ratings for apps, enabling users to distinguish whether
apps are age-appropriate. However, if an incorrectly-rated app is
acquired by users who are not of the appropriate age, it will bring
severe consequences, especially for children. Giving an accurate
maturity rating to an app can be time-consuming, both for devel-
opers and app market reviewers, while automatic rating tools can
help solve this problem. Existing work on automatic app maturity
ratings only analyzes app metadata obtained from app markets,
but does not systematically consider the features of the apps them-
selves. In this work, we extract app features from both the app
market and the apps themselves. We train machine learning models
on Google Play, the official Android app market which has matu-
rity ratings, and propose a cost-effective feature combination that
achieves 96.98% accuracy, 96.21% precision, and 97.80% recall on
within-market testing, and achieves 88.74% accuracy, 98.75% preci-
sion, and 83.72% recall on cross-market testing. Also, our method
outperforms existing tools on every common metric.
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1 INTRODUCTION
With the rapid development of communication techniques, the num-
ber of various smart devices (e.g., tablets and mobile phones) has
been growing rapidly in recent years. According to Statista, the num-
ber of smartphone users worldwide is 6.648 billion in 2022, which
means 83.89% of the world’s population owns a smartphone [19].
Nowadays, smartphone users cover almost all age groups, even in-
cluding adolescents and children. Besides, the ownership of smart-
phones among children is significantly increasing [8]. In 2015, 41%
of 12-year-olds owned a smartphone, while in 2019, that number
jumped to 69%. Different information can be easily spread to kids
through diverse apps. However, not all contents (e.g., pornography,
gambling, and drug use) of apps are suitable for children. Inappropri-
ate content may have an adverse impact on kids’ growth [39, 44, 57].

To prevent inappropriate content from harming kids and teens,
various countries have made efforts. Since 1996, the United States
has passed four related laws, including: Communications Decency
Act (CDA) [7], Child Online Protection Act (COPA) [12], Children’s
Online Privacy Protection Act (COPPA) [2], Children’s Internet
Protection Act (CIPA) [3]. The essence of these laws is to differenti-
ate between children and adults, protecting children from online
content that only adults should be exposed to.

As the main channel for app distribution, app markets should
help prevent children from obtaining inappropriate apps, or help
parents to choose age-appropriate apps for their children. Some
app markets set the maturity rating policy to distinguish the app
contents for different users based on their age level. Without such a
rating policy, children can easily download age-inappropriate apps,
which will cause many problems or risks. For example, if children
can access an in-app purchase function, wrong clicks may lead to
unnecessary financial loss. Some in-app ads and analytic libraries
may collect sensitive data from users and transmit them to interme-
diaries. Based on these data, users’ profiles can be constructed, and
privacy leakage can be caused through some third-party libraries
in apps [25]. Moreover, COPPA has restricted rules about children’s
apps; some in-app purchases and ads are prohibited. As the domi-
nant mobile OS system with the largest number of users, Android
needs to own a sound maturity strategy. The official Android app
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market, Google Play [14], requires developers to assign the ma-
turity ratings for their apps and the rating authorities to review
the submitted apps. However, developers need to know enough
about their apps and the maturity rating strategy of the app market
to give an accurate maturity rating. Rating authorities also need
to examine apps to determine incorrect ratings thoroughly. These
processes are time-consuming and potentially error-prone.

To solve this problem, a few studies [28, 38, 42] have proposed
methods on Automatic Maturity Rating for apps. Most of the pre-
vious studies extract text information as features to train the clas-
sification model to distinguish children’s and adults’ apps. Hu et
al. [38] extract the app descriptions as the feature to predict the ma-
turity level by using SVM as a multi-label classifier. Chen et al. [28]
proposed a text-mining-based method to predict the maturity rating
based on the app’s description and reviews. Chen et al. only use
the keyword matching method to examine the maturity and ignore
the semantic meaning of words. Furthermore, most reviews may
not be related to the maturing rating and cannot offer any valuable
keywords, thus will add noises for prediction. In fact, apart from
the text information, apps also include many other useful features
(e.g., images, icons) that can help us predict maturity. For example,
the reviewers of iOS also use the features like UI screenshots, de-
scriptions, icons to judge the maturity. Liu et al. [42] also designed
an automatic maturity rating method by leveraging the machine
learning classifier to identify children’s apps. They choose multiple
types of features as inputs, including the category of apps, the old
maturity rating, title, descriptions, readability score, color distribu-
tion of the icon and screenshots, and frequency of keywords from
screenshots. The authors thought the children’s apps usually have
s brighter color and shorter word length. However, these features
cannot accurately indicate the rating policy, generating some false
positives.

In this work, we aim to identify apps designed for children, which
is an important sub-task of maturity rating. We attempt to conduct
a thorough and systematic analysis of various types of app features,
find the most effective combination of these features, and select the
suitable machine learning model to identify apps for children. The
main contributions of this paper are as follows:

• We thoroughly analyze different features from Android apps
and try to find the most effective combination of these fea-
tures. We replenish the previous research and find more
valuable features in automatic maturity rating.

• Unlike most of the previous work that only focuses on apps’
descriptions, we explore multi-type app features extracted
from different sources. Based on the experimental result, we
found some novel app features that can help better charac-
terize apps.

• We propose a novel method to implement the automatic
maturity rating to identify children’s apps for the official
Android app market. The evaluation results show that our
method can perform better than existing tools.

2 BACKGROUND
This section gives a brief introduction to the app maturity rating
and different maturity rating of different markets.

2.1 App Maturity Rating
Maturity rating has two common sub-tasks, i.e., finding suitable
user and finding target user (the traditional maturity rating refers
to the former one). Maturity rating classifies apps into several age
ranges of users based on a uniform standard. Suitable user depends
on app content, while target user is related to the functional de-
sign. Currently, there are several rating authorities to help app
developers evaluate their apps’ maturity ratings [18], for instance,
American Entertainment Software Rating Board (ESRB) [13], Pan
European Game Information (PEGI) [17] in Europe and the Middle
East, Unterhaltungssoftware Selbstkontrolle (USK) in Germany [20].
For countries and territories without rating authorities, some app
markets suggest developers to choose International Age Rating
Coalition (IARC) [15] to rank their apps’ maturity. The maturity rat-
ing policy mainly has the following usages towards app customers:
1) Helps app users, especially parents, to know potentially harmful
content in an app. 2) Blocks certain content in some territories or
countries to specific users based on local laws. 3) Blocks the acqui-
sition and purchase of inappropriate content for non-supervised
accounts that are not owned by adults.

2.2 Maturity Ratings in Different App Markets
Different app markets may adopt different maturity rating stan-
dards. In this paper, we mainly introduce two rating policies used
by App Store (iOS) and Android Google Play.

•App Store. App Store has a centralized maturity rating system
to manage the submitted apps. It divides the apps into four age
ranges of suitable user: “4+”, “9+”, “12+” and “17+” [5]. App Store
first requires app developers to fill a form with a list of harmful
content and corresponding intensity. Then the system will generate
a maturity rating for an app. Each newly submitted app will be
reviewed by an expert, and the expert will adjust the inappropriate
rating during the review process until the app can be released to
users [4]. Also, App Store labels some children’s apps, and states
the age range of target user in the maturity rating of apps.

• Google Play. Before March 17, 2015, Google Play classified
apps using the following maturity ratings, i.e., Everyone, Low ma-
turity, Medium maturity, and High maturity. However, it has been
reported that many apps were rated incorrectly due to their lax
management of app content [28]. At that time, Google Play just let
developers assign maturity ratings to their apps and lacked a review
process. The ratings mainly depend on developers’ comprehension
of the maturity policy and the functionality of their apps. Now,
Google Play adopts a new maturity policy. Google first requires app
developers to finish a questionnaire and then assigns the maturity
for their apps. Their apps will be sent to the rating authorities based
on the countries and territories. In countries and territories not
represented by a participating rating authority, the apps will be
sent to IARC. The experts will review the maturity ratings for the
submitted apps. If they find an app with an inappropriate maturity
rating, they will contact the developers until adjusting the rating
to a suitable one [6]. Google Play labels children’s apps, and lists
the apps in the Kids category page according to the different age
ranges of target user.

Apart from the app markets mentioned above, to the best of
our knowledge, we just find Huawei AppGallery, Samsung Galaxy

17



Automatic Maturity Rating for Android Apps Internetware 2022, June 11-12, 2022, Hohhot, China

Store, Amazon Appstore, and Blackberry World have the maturity
rating policy to classify age-appropriate apps for different users.
Numerous third-party app markets lack a maturity rating policy to
manage their apps, increasing the risk of exposing inappropriate
content to children.

3 RELATEDWORK
•Automatic appmaturity ratings.Maturity ratings are designed
to determine whether mobile apps include inappropriate content
for kids and adolescents. Nowadays, numerous third-party app mar-
kets still lack maturity strategies. However, there is only a little
research on the automatic maturity ratings for mobile apps. Chen
et al. [28] systematically explored the extent and severity of un-
reliable maturity of apps on Google Play compared to iOS apps
on Apple Store. The authors deem the maturity rating policy of
Apple Store [5] is more reliable than that of Google Play [6]. Ap-
ple Store has a stricter review process for newly published apps,
which requires censors to manually recheck the app ratings until
the new apps become available to users. They collected the iOS
apps and the counterparts of Android versions. They used the iOS
apps and rating policy as the baseline. Also, they proposed a text-
mining-based Automatic Label of Maturity rating (ALM) algorithm
to verify whether the maturity ratings of the corresponding apps
on Google Play are correct. ALM was based on keyword matching,
whose keywords were manually selected from apps’ descriptions
and user reviews. However, their method just uses keyword match-
ing and ignores the semantic analysis. Therefore, its result may
not be accurate and cannot explain why an app has an incorrect
rating. Hu et al. [38] proposed a framework named Automatic App
Maturity Rating (AAMR) that can automatically label app matu-
rity level based on the rating policy from a specific app market.
The framework takes the rating policy and the app descriptions
as classification features. To keep the semantic information of app
descriptions, the authors leverage the deep learning techniques
to extract the word to vector model [46, 47] from app description.
They map the rating issue to be a multi-label classification problem.
They leverage the SVM [1, 31] as a multi-label classifier to catch
label correlations using pearson correlation [9]. Above mentioned
two methods just used the text feature (i.e., the reviews and de-
scription) to rate the maturity of apps. In fact, other information of
an app also can help predict maturity, such as the ad content, UI
screenshots, dynamic running behaviors. In this paper, we try to
identify a combination of most valuable features to help improve
the robustness of the existing framework. Liu et al. [42] designed a
machine learning model to predict whether an app is specifically
designed for children. This model leveraged both text-based and
image-based features extracted from apps as features to identify
the kids’ apps. The authors used their model to find 68,000 apps
for kids from 1 million free Android apps. Besides, the authors also
conducted a preliminary privacy analysis on these apps for kids.
They found that about 10% of these apps need more attention to
potential privacy leakage. The authors choose some features, like
the color distribution and usage, the average length of strings in UI
screenshots. Based on our investigation, these features sometimes
may generate false positives and affect accuracy. The effectiveness
of these features still needs further analysis.

• Inappropriate Content Detection. To provide kids and ado-
lescents with a clean and safe Internet environment, more and more
researchers are committed to detecting inappropriate in-app con-
tent, such as unsuitable videos, audios, text, and advertisements.
To detect whether an app is appropriate for kids, Luo et al. [44] pro-
posed an automatic content inspection framework. It dynamically
tests the app to make it communicate with the server, then captures
packets between them, and finally uses a third-party tool to detect
inappropriate contents in pictures, audios, or videos extracted from
these packets. Some research did not detect inappropriate content
for mobile apps but in-app advertisements. Chen et al. [29] and
Meyer et al. [45] found that in-app advertisements are common in
free children’s apps, of which a large percentage contain inappro-
priate content. The reason is that in-app advertisements are not con-
trolled by the maturity rating policy. Bhoraskar et al. [24] developed
an automation tool called Brahmastra. They leveraged Brahmastra
to test 220 children’s apps and found 175 of them have potential
violations of the Children’s Online Privacy Protection Act (COPPA)
and discovered the advertisements in 36% of kids apps show inap-
propriate content. They also found that 80% of them attempt to
collect personal information. Previous research mainly focused on
inappropriate video detection. Many studies [22, 27, 32, 48, 56] focus
on inappropriate video detection targeting kids on YouTube. Based
on these studies, we can find that these detection technologies
are also constantly improving, from traditional binary classifiers
to more accurate deep learning methods. Besides, another work
studied the technologies of inappropriate content inspection for
texts [23, 26], audios [52], etc.

• App security and privacy analysis. App security and pri-
vacy analysis [25, 30, 34, 35, 37, 40–43, 49, 54] has been a hot re-
search topic in recent years. There are also some studies focusing
on children apps. To understand the children’s apps’ privacy protec-
tion from developers’ perspectives, Ekambaranathan et al. [33] con-
ducted semi-structured surveys with popular Android children’s
app developers. They found that developers largely considered
that children’s privacy should be respected and that data collection
should be minimized. However, they also identified that the primary
barrier to data protection is from in-app third-party libraries and
the lack of design guidelines for age-appropriate libraries. Binns et
al. [25] found that many in-app third-party libraries, especially
those used by Family apps and Games & Entertainment apps, often
collect sensitive data and send these data to brokers for data profil-
ing. Reyes et al. [50, 51] presented a dynamic analysis framework
to evaluate the privacy behaviors of popular free children’s apps.
Results showed that most have potential privacy issues, and 19%
attempt to collect personal information.

4 METHODOLOGY
Figure 1 demonstrates the overview of our work. Overall, it includes
two parts: a) the framework of AutomaticMaturity Rating and b) the
corresponding application. Besides, this framework can be further
divided into five steps, i.e., dataset collection, data pre-processing
and feature extraction, feature selection, model selection, andmodel
ensemble. The following subsections will give detailed description
of each part.

18



Internetware 2022, June 11-12, 2022, Hohhot, China Zhou and Zhan, et al.

Figure 1: Overview of our work

4.1 Dataset Collection
We collect the apps from Google Play as the inputs to train our ma-
chine learning models. As the official Android app market, Google
Play accepts apps from all over the world. Different countries and
territories have different maturity rating authorities to review the
submitted apps. The maturity standards of different authorities
have some differences, which cause divergences on the age range
of different maturity levels [16]. For the regions and countries
without a maturity rating authority, Google Play will require IARC
to rate apps. Considering that maturity rating may contribute a lot
to the performance of the classification [42], we want a stable and
uniformed maturity rating for Google Play’s apps. As IARC is a
widely-adopted maturity rating policy that rates apps for countries
without rating authorities, during data collection, we select apps
with IARC ratings.

We implemented a customized crawler for Google Play to down-
load apps and their corresponding metadata, including app name,
package name, app category, advertising label, maturity rating,
version code, version name, release date, download volume, app
description, parts of user reviews, icon, and screenshots. A naive
crawling strategy is to access all apps through each app category.
However, Google Play only returns a small number of apps when
being accessed to each category. So we utilize the package names
provided by a third-party service AndroZoo [21]. AndroZoo has
kept collecting apps from several sources, including Google Play,
and it records app information like the package name, sha256, ver-
sion code, etc. We first extract the package names of apps derived
from Google Play, then we can directly access the details page of
the corresponding apps in Google Play and crawl the metadata. We
got the metadata of 665,107 apps from Google Play.

Google labels apps for children and further divides them into
“Ages up to 5”, “Ages 6-8” and “Ages 9-12”. After crawling metadata,
we found 1,493 children’s apps out of 665,107 apps. In this work,
we conduct a binary classification task to identify apps designed
for children. If an app is designed for children, we call it a positive
instance, and a negative instance otherwise. As mentioned above,
the proportion of positive and negative instances is unbalanced.
To avoid getting skewed models that are of little practical value,
we should keep the number of apps of the two classes as balanced
as possible. We downloaded all children’s apps and a subset of
general apps. We took the top 30 apps with the largest download

volume in each category to get 1,470 general apps. Thus, for a total
of 2,963 apps, we downloaded their icons and all screenshots from
Google’s database and the corresponding version of the APK files
from AndroZoo.

There are 2,963 apps in our Google Play dataset, including 1,493
positive instances and 1,470 negative instances. We randomly se-
lected 75% of apps as the training set and the rest as the test set. The
training set is used for feature selection and model selection, and
we also applied 10-fold cross-validation when selecting classifiers.
Then we trained the classifiers on 75% of the training data, and eval-
uated the combinations of models on the rest 25% of the training
data. Eventually, we evaluated the effectiveness of our method by
measuring the performance of several top-performing combined
models on the test set.

4.2 Data Pre-Processing and Feature Extraction
After data collection, we obtained metadata, APK file, icon, and
screenshots of each app in our dataset. Some of the raw data needs
pre-processing or feature extraction to be transformed into a format
compatible with machine learning algorithms. Also, APKs and im-
ages are complicated and have rich information. Finding the most
effective features or feature combinations from these information
to identify children’s apps is one of the primary tasks of our work.
Therefore, we first summarize the features used in existing work.
We also consider some commonly-used features that were not used
by previous researchers but could be used by reviewers in maturity
rating decisions. Then, we explain which features we extracted and
how we extracted and processed them. In later sections, we will
verify the effectiveness of all these features, and try to find a proper
combination of them.

Table 1 shows previous studies on maturity rating. We give their
published venue, used features, and how they handle these extracted
features. We can see from Table 1 that all of these studies choose
the description in maturity rating classification, but different trans-
form methods and algorithms will lead to different performances.
Chen et al. [28] extract the keywords from descriptions and reviews
and rate the app maturity by matching keywords. Hu et al. [38]
leverage the deep learning method to keep the semantic informa-
tion of description. Liu et al. [42] extract features from apps and
transform these features into a vector as input for classification-
based method. We can find that the method of Liu et al. [42] just
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Table 1: The features used by existing maturity rating work

Previous Studies Venue Features Details

Chen et al. [28] IW3C2, 2013 description Keywords matching.reviews
Hu et al. [38] CIKM, 2015 description Keywords matching, word embedding, and TF-IDF.

Liu et al. [42] Hotmobile, 2016

app category A binary value, whether a category includes more children’s apps or not.

maturity rating
Old content rating in Google Play, i.e., Everyone, Low Maturity, Medium
Maturity, High Maturity, and Unrated. The authors consider that kids
usually belong to ‘Everyone’ and ‘Low maturity’.

title A 5-dimensional vector, representing TF-IDF values of five keywords, i.e.,
‘children’, ‘fun’, ‘game’, ‘kid’, and ‘toddler’.

description A 10-dimensional vector, representing TF-IDF values of 10 keywords that
are typical in children’s apps.

readability of
description A value indicating the readability of the description using Flesch-Kincaid.

picture resources A 3*49-dimensional vector representing the color distribution and usage
of the icon and 2 screenshots.

strings on
screenshots

A 6-dimensional vector, of which the first 5 represent TF-IDF values of
5 keywords of children’s apps, and the last one represents the average
length of strings on the screenshots.

extracted some keywords of description and used limited features
to represent them, while ignoring some helpful information. We can
also find that some selected features may be inaccurate to represent
children’s apps. For example, the color distribution, hue, saturation
and brightness value of screenshots cannot effectively distinguish
the children’s and adults’ apps, leading to false positives or false
negatives. Besides, using the text information alone, such as the
descriptions, sometimes cannot identify whether an app is suitable
for children or not. For example, COPPA requires that children’s
apps cannot contain ads, but app descriptions are usually explain-
ing the main functions of an app and cannot show whether there
are inappropriate in-app ads. Therefore, in this paper, we try to
thoroughly analyze features from apps and use a more effective
transform method for feature representation.

As shown in Table 2, we summarize the features used in previous
work and some commonly-used features in other program analyses.
We extract app features from several sources, including app market
and APK files. We hope to find the most effective combination of
features for identifying children’s apps. The following part will
explain why we select these features and how we transform these
features into appropriate representations.

• App Category. We choose the app category as one of the
features in identifying children’s apps because some categories are
designed for children or usually include more children apps, such
as Education, Comics, Entertainment. Intuitively, these features can
help us to distinguish children’s apps to some extent. There are
32 app categories and 17 game categories in Google Play, so we
convert the app category into a 49-dimensional vector. If an app
belongs to a certain category, we set the corresponding dimension
as 1 and the remaining dimensions as 0.

•Maturity Rating Some app markets provide a maturity rating
for apps to indicate the age range of suitable users. Maturity ratings
often delineate the lower bound of the age range, such as over 3

years old and over 12 years old, while the ground truth we use is
essentially the upper bound of the age range, such as under 5 years
old and under 9 years old. Although these two types of age ranges
are different, they can have overlaps. We believe that apps designed
for children (i.e., 3-12 years old) tend to have a maturity rating of
lower than 12 years old.

•Advertising Label. The app markets mark whether an app in-
cludes any advertisements or not. According to COPPA regulations,
the apps for children with age 3 to age 11 cannot include any adver-
tisements or in-app purchase components. Therefore, we choose
the advertising label as one of the features in the maturity rating.
We use a binary value (i.e., 0 or 1) to show whether an app contains
in-app advertisements and get the label from the app homepage in
the app market.

• Text Resources. The text information usually contains rich
functional information about an app. In this paper, we mainly ana-
lyze three text features, i.e., title (app name), and text in images. We
do not extract features from the user reviews because most reviews
are irrelevant to age-appropriate content. Using such a feature will
introduce many noises in extracted features.

For these text resources, we first collect all app names, descrip-
tions, strings on the screenshots of apps in our dataset to construct
the corpus for each type of text feature. Raw data of text needs
several steps of pre-processing. We split the text into the bag of
words and delete stop words, punctuation, and non-ASCII words.
For English letters, we convert them to lowercase and stem the
words; for Chinese characters, we convert them to simplified; and
for consecutive letters or numbers, we ignore them if the length
is too short. We then use TF-IDF or word embedding to vectorize
them. We use the pre-trained BERT model provided by Google [53]
for word embedding. We will find which transform method is better
in the later section.
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Table 2: Our selected features for maturity rating

Data Source Selected Features Details

Metadata
information
in app market

App
category

An n-dimensional vector, where n is the number of app categories in the app market. If the
app belongs to a certain category, set the corresponding dimension as 1 and the remaining
dimensions as 0

Maturity
rating

An n-dimensional vector, where n is the number of maturity ratings used in the app market.
For our dataset, n = 5

Advertising
label A binary value, representing whether the app includes advertisements or not

App name An n-dimensional vector, representing TF-IDF values of n keywords selected from all app
names

Description Vectorize by TF-IDF or word-embedding
Icon Image labels: An n-dimensional vector, where n is the number of selected image labels that

have children tendency or adult tendency. Image labels are obtained from selected images of
all apps via third-party image annotation tool.
Text in images: Vectorize by TF-IDF or word-embedding. Text are obtained from selected
images from all apps via third-party OCR tool.
Color usage: A 3-dimensional vector for each selected image, representing the average HSV
values

Screenshots
Unzipped
APK Image files

Manifest file
of unpacked
APK

Permissions An n-dimensional vector, where n is the number of permissions we include

Source code
of decompiled
APK

APIs An n-dimensional vector, where n is the number of APIs we include

Figure 2: Distribution of screenshots count

• Image Resources. For image files, we mainly consider two
types, i.e., icons and screenshots. Image resources also contain rich
information to show an app’s functionality, and market reviewers
also leverage icons and screenshots to identify age-inappropriate
content. We crawl the icons and screenshots from the app markets.
There may be multiple app screenshots in an app, so we did simple
filtering. One intuition is that users may inspect several screenshots
before downloading an app but tend to only skim over the first few
when there are many screenshots. Considering that each app may
have a different number of screenshots, we counted the screenshots
of all apps crawled from Google Play. The distribution is shown in
Figure 2. It can be seen that the number of app screenshots fluctuates
in a wide range (3-28), but apps with 6 screenshots account for the
most significant proportion (11.1%). So we set the number limit of
screenshots to 6.

As a result, after image filtering, we kept one icon and the first 6
screenshots (in the order as they are listed in the app market) for

Table 3: The number of dangerous permissions and related
APIs in each API level

API level #dangerous permissions #dangerous APIs
23 / 6.0 24 71
24 / 7.0 24 108
25 / 7.1 24 110
26 / 8.0 26 146
27 / 8.1 26 152
28 / 9 27 162
29 / 10 29 195
30 / 11 29 218
union 30 246

each app. Then, we use Google VisionAPI [36] for image annotation,
use Tesseract-OCR [10] for text recognition, and calculate the color
usage upon HSV (Hue, Saturation, and Brightness) values of pixels.
After vectorizing all images, the average value of image vectors is
used as app’s feature.

Code features refer to the information extracted from the app
source code. Permissions and the used APIs are essential code
features for Android apps. We also try to verify whether these
features are helpful in identifying children’s apps.

• Permissions. Permissions are commonly used in app security
and privacy analysis. In this paper, we also want to investigate
how such a feature can distinguish the children’ and adults’ apps.
Android apps need to declare all necessary permissions in the An-
droidManifest.xml file. The Android system must make sure that
an app has obtained the corresponding permission before running
a specific API. We use AndroGuard to decompile each app and

21



Automatic Maturity Rating for Android Apps Internetware 2022, June 11-12, 2022, Hohhot, China

extract its required permissions as a feature. Android classifies
permissions into several protection levels: normal permissions do
not bring risks to the privacy of users or devices, while dangerous
permissions usually do, and signature permissions are automati-
cally granted as long as signatures of the app and the permission
match. The Android platform is evolving very quickly, and the
permission set also varies on different Android versions. In order
to ensure that our tool has high adaptability and can handle apps
in different app markets, we choose not only a single version of the
Android permission set, but the union of all dangerous permissions
from Android 6.0 to 11 (namely, API level 23 to 30) [11, 55]. Table 3
shows the number of dangerous permissions in each version and
the size of the union of dangerous permissions for all versions. We
use one-hot representation for the permission feature. If the app
involves a specific permission, we set the corresponding dimension
to 1, and to 0, otherwise. As for which permissions to use, we will
discuss in the later section.

• APIs.We use AndroGuard to decompile each app and analyze
the app source code to obtain all the APIs used by the app. As the
Android version updates quickly, the API set also varies on different
Android versions. To ensure the adaptability of our method, we use
the union of all dangerous APIs from Android 6.0 to 11 (namely, API
level 23 to 30) as shown in Table 3. We will discuss how to select
an efficient API set for our classification task in the later section.

4.3 Feature Selection
Some of the app features we involve in this work have a great
number of possible values, such as text features, code features, and
image features. We need to identify critical sub-features among
them, or set a proper feature size to ensure the efficiency of our
machine learning classifiers.We used the Chi-square test tomeasure
the correlation between features and our ground truth, on the
training set.

• Keywords in Text features. For text features, we can use
the TF-IDF vectorizer to extract features from the corpus, but the
dimension of the vectorizers, or to say, the number of keywords,
needs to be designated. By calculating the Chi-square values, we de-
termine the feature size to 100 for the app name, 120 for description,
and 50 for text in images.

• Image Labels. From the training set apps we collected from
Google Play, the Google Vision API identified a total of 1,720 distinct
image labels. But not all of these labels are related to children’s
apps, such as “orange”, “rectangle”, etc. So we apply Chi-square test
on all detected image labels and selected the top-130-correlated
image labels.

• Permissions. In the training set, we found 1,905 distinct per-
mission names. We use Chi-square test to select the top-240 per-
missions. We inspect several top permissions and analyze why they
are related to children’s apps. Here are the common reasons: it
involves complex functionalities and rarely needs to be used by
children’s apps; or it is easy to bring risks to children and should be
avoided using by children’s apps. Top normal, dangerous, and third-
party permissions are all highly correlated to our classification task,
while signature permissions have relatively low correlation scores,
probably because they are not available to general apps.

•APIs. There are a huge number of APIs involved in an app and
need to be filtered because not all APIs are useful for our purpose.
We consider combining the Term-Frequency and Chi-square, or
dangerous APIs and Chi-square to select an API subset. We will use
the API sets selected by these two methods to train and validate
the classifiers, respectively. Based on the classifiers’ performance,
we will determine the method of feature selection.

4.4 Model Selection
As we consider various types of app features, there is no universally
applicable machine learning algorithm for all of them. We should
determine the most effective one for each type of app feature. In
this work, our task is binary classification of supervised learning.
We considered six classifiers commonly used in this task as candi-
dates: Naive Bayes, Decision Tree, Logistic Regression, Linear SVM,
Random Forest and Multilayer Perceptron. For each feature type,
we train and validate all classifier candidates on the training set
via cross validation. Besides, we also compare the performance of
different encoding methods or feature sets for some feature types.

We use 75% of our collected apps as the training set to do 10-
fold cross validation. And we choose the metric Area Under Curve
(AUC) to evaluate the performance of models. AUC is a commonly
used metric to measure the overall performance of a classifier, and
can be used to rank multiple different classifiers. The results are
shown in Table 4. According to the Table, we can select the opti-
mal classifier for each type of feature. We consider not only the
performance of each classifier on each type of feature, but also the
complexity of those classifiers. For each feature type, we choose
the classifier with the best performance and the shortest training
time. The concrete process of classifier selection is as follows: First,
find one or more classifiers that have the highest AUC values. To
reduce the accidental factors, we set a threshold of 0.5. That is,
when the difference between the AUC value of a classifier and the
highest AUC value is less than 0.5, we consider that the classifier
also reaches the highest AUC. Then, if only one classifier has the
highest AUC value, it can be directly selected; if there are several
classifiers with the highest AUC values, we select the one with the
shortest training time. The results of selection are labeled by the
check marks in the table.

4.5 Model Ensemble
After determining the single model for each type of app feature, we
can integrate them. At present, we have known the performance
of each single-type feature model for identifying children’s apps.
Some of them perform well and some are relatively poor. In this
section, we will explore whether an ensembled model that combines
multiple single-type models can further improve the performance.
Intuitively, there are some complementary relationships between
different types of features. As we increase the number of single
models, the performance of ensemble model should gradually rise
and converge. And we should finally choose one or more cost-
effective model combinations. To achieve this goal, we tried all
possible model combinations and evaluate them. We get trained
models for each feature type using the 75% of the training set. Then
we evaluate their combinations using the rest 25% of the training
set. We use weighted soft voting to combine different models, in
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Table 4: The best AUC value of single models (%)

Model Feature NB DT LR SVM RF MLP
G Category 93.12 ✓ 93.09 93.19 86.58 93.10 93.12
A Advertising label 58.02 58.02 ✓ 58.02 58.02 58.02 58.07
R Traditional maturity rating 64.47 64.47 ✓ 64.47 64.45 64.47 64.53
N App name - TF-IDF 84.13 ✓ 80.19 84.55 79.44 82.80 83.91
T Description - TF-IDF 87.91 78.40 87.93 86.24 87.53 87.55
T Description - BERT 89.85 73.24 93.20 94.38 ✓ 92.58 93.38
O Text in images - TF-IDF 72.42 66.74 72.29 68.27 71.01 71.07
O Text in images - BERT 73.79 76.07 89.05 90.9 90.78 ✓ 89.06
I Image labels 88.84 76.95 91.83 92.93 ✓ 91.94 88.90
H Average HSV 70.90 59.00 69.35 72.55 ✓ 69.68 69.75
M Permissions 93.30 85.99 94.16 ✓ 93.66 94.02 94.38
D APIs 80.95 85.49 95.81 95.6 96.53 ✓ 96.17
D Dangerous APIs 83.90 88.44 91.18 91.42 92.34 92.56

which the weight of each single model equals to the corresponding
AUC value as shown in Table 4.

Since there are thousands of possible combinations for ten single-
type feature models, we should filter them according to a uniform
rule. We defined effective combination and efficient combinations,
and their explanations are given here. In most cases, the perfor-
mance of the combined model will be between the performances of
its sub-models. But sometimes the performance of the combined
model can be higher than the performances of all its sub-models,
we called this combination an effective combination. We tend to
have higher expectations for combined models, as their training
consumes more computational resources than single-type feature
models. Assuming that a combined model of two features has a
performance equal to that of another single-feature model, it is
evident that the single-feature model is a more efficient one. Thus,
we say that an n+1-type feature model is efficient if its performance
is higher than that of all n-type feature models.

When determining effective or efficient combined models, we
only focus on a single metric, AUC, which can measure the overall
performance of a model. We found 150 effective combinations and
12 efficient combinations in the Google Play training set. We plot
the AUC distribution of all single, effective and efficient models in
Figure 3(a), and the composition of good combinations can be seen
in Figure 3(b).

5 EVALUATION
In this section, we evaluate our approach by answering the follow-
ing four research questions.

• RQ1: (Performance of the ensembled models): How is
the performance of the ensembled models? Which single-
type models can be combined to form good ensembled mod-
els?

• RQ2: (Comparison with the state of the art): How effec-
tive is our tool compared to the existing tools?

• RQ3: (Usefulness of our tool):How does our tool perform
in the cross-market application scenario?

5.1 Experimental Setup
In RQ1, the experiment is conducted on the training dataset of
Google Play. In RQ2, we select several good ensembled models
and compare them with the existing approaches. The machine
learning models are trained on Google Play’s training set apps, and
tested on Google Play’s test set apps. In RQ3, we regard Huawei
AppGallery dataset as the test dataset measuring the models trained
on the Google Play dataset, to evaluate our tool’s performance in
the cross-market application scenario. The three experiments are
conducted on a server with 4 Intel(R) Xeon(R) Gold 6238 CPUs @
2.10GHz and 256 GB RAM.

5.2 Results and Analyses
5.2.1 RQ1: Performance of the Ensembled Models. From Figure 3,
we can see that the performance of the effective combination grad-
ually converges as the number of combined single type features
increases. The efficient models only occur in 2-type combined mod-
els, because the best 2-type model has reached an extremely high
performance and none of subsequent effective models can out-
perform it. However, it may have been overfitted, so we will also
consider several other effective models.

According to Figure 3(b), DT (APIs + description) is the most
effective emsembled model on the training dataset of Google Play.
To avoid overfitting, we also consider the best model among the
combined models at each combination level. As a result, we select
the model DT, DIR, DGAI, MDGNI, MDGAIH, and MDGANIR as
candidates. In the RQ2, we will show their evaluation on the Google
Play test set.

On the other hand, considering that the app category does not
actually belongs to the features of the app itself, but the features
given by the app market that vary across different app markets.
Some app markets require app developers to assign the maturity
rating and app category before submitting the app to the market,
and then there may be a review mechanism. In the app market with
manual review, the maturity rating and app category designated
by the developer should be the object of review, rather than the
established features of the app itself. That is, imagine that if our
tool being used to help app reviewers in app markets to verify that
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Figure 3: The AUC distribution of the effective and efficient
ensemble models

Table 5: The comparison with existing work on within-
market testing (%)

Model Accuracy Precision Recall TNR F1 AUC(TPR) score
AAMR 82.85 85.00 79.61 86.07 82.22 82.84
Liu et al. 88.61 87.63 89.81 87.43 88.71 88.62
DT 93.55 91.80 95.59 91.53 93.66 93.56
DIR 96.98 96.21 97.80 96.17 96.99 96.99
DGAI 96.30 96.41 96.14 96.45 96.28 96.30
MDGNI 96.57 95.92 97.25 95.90 96.58 96.57
MDGAIH 96.71 96.19 97.25 96.17 96.71 96.71
MDGANIR 97.12 96.47 97.80 96.45 97.13 97.12

an app is correctly age-rated, the app’s category should not be used
as a feature. Therefore, we hope to find a model whose performance
is not lower than that of the simple category model, but does not
contain category features, to evaluatewhether ourmethod canwork
well on another app market instead of Google Play. We choose the
model DT, DIR, MNTR, MDNIH, and MDANIH as candidates and
will evaluate them in RQ3 for cross-market application scenario.

5.2.2 RQ2: Comparison with the State of the Art. As mentioned
before, we select the best-performing ensembled models of all com-
bination levels, including DT, DIR, DGAI, MDGNI, MDGAIH, and
MDGANIR. In this section, we compare them with two existing
methods: Hu et al.[38] and Liu et al.[42].

In this research question, we conducted experiments based on
the Google Play dataset. Machine learning models are trained on
Google Play’s training set apps, and tested on Google Play’s test
set apps. We compared the candidate models using six metrics: ac-
curacy, precision, recall (also the true positive rate, TPR), TNR (true
negative rate), F1 score, and AUC. As shown in Table 5, our models
are superior to the existing methods on every metric. According
to the performance on test set, the model MDGANIR (permissions
+ APIs + category + ads + name + image labels + maturity rating)
is the best-performing one. Also, we found that the model DIR,
with only three models combined, has a similar performance to the
best-performing model. So we regard DIR (APIs + image labels +
maturity rating) as the most cost-effective model. Except for the
model DIR, as the combined level of the combined model increases,
the performance of the model on the test set also increases. The
result shows that our chosen features and transform methods are
effective, compared to existing work. We can find that AAMR gets
the lowest scores on all six metrics. Also, it has higher TNR than
TPR, which means it has relatively poor accuracy in identifying
children’s apps than identifying non-children’s apps. This is rea-
sonable because this method was initially designed for identifying
apps not suitable for children. It makes decisions mainly based on
the sensitive words in the app description. So after being applied
to identifying apps designed for children, it has the worst perfor-
mance among all candidate models, with higher TNR than TPR.
Meanwhile, Liu et al.’s method and most of our models have higher
TPR than TNR. This is understandable because these models mainly
focused on identifying apps designed for kids. The features they
use mainly focus on those that are typical in children’s apps, but
care less about non-children’s apps.
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Table 6: The comparisonwith existingworkon cross-market
testing (%)

Model Accuracy Precision Recall TNR F1 AUC(TPR) score
AAMR 83.86 88.46 77.35 90.19 82.53 83.77
Liu et al. 83.77 90.41 75.04 92.25 82.01 82.65
DT 83.77 81.43 86.90 80.72 84.08 83.81
DIR 88.74 92.75 83.72 93.63 88.00 88.67
MNTR 70.24 95.16 41.77 97.93 58.06 69.85
MDNIH 77.23 93.93 57.52 96.37 71.35 76.95
MDANIH 77.49 93.73 58.23 96.21 71.83 77.22

5.2.3 RQ3: Usefulness of Our Tool. We hope that our method can
be used across different app markets, so we use Huawei AppGallery,
a third-party app market with “Children” category, to evaluate the
models’ performance when being adopted across app markets. In
this section, the candidate models are different from those used
in the former section. We need to apply the models to different
app markets, but there’s no one-to-one correspondence between
categories of different app markets. Also, as Huawei AppGallery
classified children’s apps into a separate category, app categories
cannot be used as a feature for Huawei AppGallery’s apps. Under
this premise, we select the best models for every level of the com-
bined model without category feature, as labeled in Figure 3(b).
Besides, we use Google Translate to translate the content of text
features of Huawei’s apps to English. The evaluation results are
shown in Table 6.

Through comparing Table 5 and Table 6, we find that our models
DT and DIR have about 10% performance degradation in the cross-
market application scenario. By contrast, Liu et al.’s model drops by
6%, and AAMR even improves by 1%. In the cross-market applica-
tion scenario, the 2-type model DT and the two baselines result in
a similar performance. Our 3-type model, DIR (APIs + image labels
+ maturity rating), performs the best among all candidate models,
outperforming both baselines on all the six metrics. However, the
performance of the 4-, 5-, and 6-type models degrades greatly due
to the low accuracy in identifying positive instances. We further
analyze why the performances decrease, and the reasons are as
follows: 1) Different ground truth between app markets; 2) Features
are not feasible for cross-market application, or have overfitted
on the training set; 3) Cultural differences between countries; 4)
Translation introduces noise.

6 THREATS TO VALIDITY
Internal Validity. We choose apps from Google Play as the basis
to train our automatic rating models. However, previous work has
reported that Google Play may incorrectly rate apps [28]. Google
Play already improved its rating policy in 2015. To mitigate the
threat, we only collected apps that were released after the rating
policy was updated. Also, we conducted cross-validation of these
selected apps in our experiment to guarantee that the maturity
ratings were as accurate as possible.
Construct Validity. The selected data has a significant impact on
our experiment results. To eliminate the effects of data selection

on model selection and training, the choice of parameters for ma-
chine learning models, three people of us manually inspected apps
in Google Play to constructed the dataset. And for each training
process, we conducted 10-fold cross-validation.

7 LIMITATIONS AND FUTUREWORK
In this paper, we designed a machine learning model for predicting
apps for kids. We just used some static features from apps. In the
future, we can add some dynamic features into ourmodel to improve
robustness, such as the app behaviors and the dynamically loaded ad
content. We just implemented a binary classification. In the future,
we will try to add multi-label classification that can predict multiple
maturity ratings, which is more practical for real-world applications.
We will also try to incorporate different maturity policies into
our framework to enhance the generality and robustness of our
framework.

Nowadays, many functionalities can only be implemented through
third-party libraries [33]. However, in-app advertisements and other
third-party libraries are not controlled by the maturity rating policy.
The app developers may ignore whether the in-app ads violate the
content policy. A promising research direction can focus on the
in-app ad contents detection or identification of the behaviors of
other third-party libraries that violate the maturity policy. Such a
study could be useful, which can help enhance privacy protection.

Another research direction is the automatic maturity rating of
the Android third-party app market. While there are many third-
party app markets for Android, most of them do not include a
maturity rating mechanism. We hope to develop an automatic ma-
turity rating tool that can be widely used in different app markets to
help app markets and app users deal with the chaos in third-party
app markets.

8 CONCLUSION
Maturity rating in app markets can prevent inappropriate content
in apps from negatively impacting minors. Manually performing
the classification (either by developers or by reviewers) is time-
consuming and error-prone, and should be aided by automatic
rating tools. However, existing tools only leverage simple features
obtained from the app markets, while ignoring many useful app
features.

Therefore, we comprehensively explored the performance of
various types of app features on this classification problem, in-
cluding metadata, manifest-based features, code-based features,
and resource-based features. We constructed a dataset based on
the maturity ratings of the official Android app market, Google
Play, and trained machine learning models to identify children’s
apps. According to the experiment results, we finally found a most
cost-effective multi-type feature model, which takes app category,
description, and image annotation of screenshots as features. We
further compared the performance of this model and several ex-
isting tools. For the within-market testing, our model achieved
96.98% accuracy, 96.21% precision, and 97.80% recall, outperforming
existing tools on multiple metrics.
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